
                                                

 
 

 
 

Abstract: Modern machine learning models are complex, and frequently encode surprising 

amounts of information about individual inputs. In extreme cases, complex models appear to 

memorize entire input examples, including seemingly irrelevant information (exact addresses 

from text, for example). In this talk, we aim to understand whether this sort of memorization is 

necessary for accurate learning, and what the implications are for privacy. 

 

We describe two results that explore different aspects of this phenomenon. In the first, from 

STOC 2021, we give natural prediction problems in which every sufficiently accurate training 

algorithm must encode, in the prediction model, essentially all the information about a large 

subset of its training examples. This remains true even when the examples are high-dimensional 

and have entropy much larger than the sample size, and even when most of that information is ultimately irrelevant to 

the task at hand. Further, our results do not depend on the training algorithm or the class of models used for learning. 

 

Our second, unpublished result shows how memorization must occur during the training process, even when the final 

model is succinct and depends only on the underlying distribution. This leads to new lower bounds on the memory size 

of one-pass streaming algorithms for fitting natural models. 

 

Joint work with Gavin Brown, Mark Bun, Vitaly Feldman, and Kunal Talwar. 
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