Learnable Knowledge and Information in Deep Neural Networks

Abstract: Shannon famously declared that, for the purpose of communication, the semantic aspect of information is irrelevant. For the purpose of learning, however, the task defines what part of the data is informative. Also, information as defined in communication is a property of a distribution, but modern deep networks trained from data are deterministic maps trained on a given dataset, not a distribution of them. As a result, most bounds are vacuous and even defining, let alone computing and bounding information, presents non-trivial challenges. In this talk, I will describe a notion of information in a learned representation that is well-defined, can be computed for large-scale real-world models, and yields non-vacuous generalization bounds. I will then show how such a notion of information can be used to compute the complexity of a learning task and define a topology in the space of tasks, so we can compute how “far” two tasks are, and whether it is possible to “reach” one from another (transfer learning). Once we know how to compute it, measuring information during the training process sheds light on phenomena which have been observed in both biological and artificial, systems, such as irreversibility (critical learning periods), and forgetting, pointing to fundamental information processes that are independent of the medium, whether biological or artificial.
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